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1 Group effectiveness

All of the members of the group are from different majors which provided the team with a lot of different perspec-
tives on the choice of the design goal and the selection of preliminary concepts. In general, most group members
were very motivated and enthusiastic about learning new skills in order to use them in the implementation of
the design and actuation of the project.

A few members were very interested in programming and development of the mechanical parts of the device.
These members also had a bit of experience with setting up and controlling sensors and actuators with an Ar-
duino. The students with an Electrical Engineering background have a basic knowledge of electronic circuits and
diagrams, which proved to be very helpful in the development of the final product. Students with less technical
knowledge were willing to learn and collaborate with those who were familiar with a certain field in order to
improve their technical knowledge. Students with analytical skills planed to help with the collection and visual-
ization of the experimental data.

The group consisted of students from different faculties from which two will be elaborated on. The first be-
ing an Electrical Engineering student. Since the device had to work autonomously, it was important to have
some understanding of electrical circuits as well as knowledge about an Arduino. The Electrical Engineering
student had good knowledge of this subject and was very eager to help others with it. The extra knowledge
that was added to the group due to his expertise really helped the effectiveness to the group. Besides that,
the willingness of the other students to help and learn more about the Arduino and electrical circuit assembly
combined with the eagerness of the Electrical Engineering student to help them resulted in great group work.

The second major that played a very central role within our group was Industrial Design. Our group con-
tained one Industrial Design student. The device that was in the end decided on by the group had to be an
aesthetically pleasing device. This included an aesthetic logo for the device, as can be seen on the front page, a
good-fitting casing to protect the electronics and some sketches and drawings of how the device was supposed to
look like prior to assembly. Having a student who already had knowledge in these areas really helped the group
during the process. The knowledge combined with the enthusiastic approach of other members of the group
formed a very efficient combination.

During the design process many different skills of multiple members of the group were necessary to achieve
the final design. Since the members of this group are from many different majors, most of them had a good input
in the design process. Whilst some were better with programming and working with the Arduino, others were
great at making design sketches and thinking of creative solutions to problems.

As stated before, students with less technical knowledge were very keen to learn more about this part of the
design and realization process. The students who already had this technical knowledge helped them with their
self-study assignments. This created a nice atmosphere within the group where everyone could learn new skills
and apply them. Everyone worked on the different parts of the design and realization process, which led to new
insights and creative solutions. When one group member was stuck on his/her assignment, another was happy
to help him/her with their problems. This led to a high group effectiveness throughout the project.

During the intermediate presentation the group failed to completely explain the purpose of the device and
what makes it new and innovative idea. This resulted in a grade which the group was not happy with. The
next meeting a good discussion was held on what needed improvement and due helpful feedback from the tutor
the team were back on track. This critical reflection on the intermediate presentation helped the team to get a
better overview of the project. The group needed to be clearer about the exact purpose of the device. Critically
thinking about the presentation as well as the idea behind it resulted in small adjustments within the design
which made the device much better. The second improvement that needed to be made was within the video. The
video did not come across as enthusiastic and professional, so for the final presentation, extra emphasis was put
on that aspect. The critical reflection and mindset of the group resulted in these improvements which positively
influenced the effectiveness of the group.

This project was also done during the COVID-19 pandemic, which resulted in an online-offline study envi-
ronment. With one meeting online and one on-campus each week, it was tough to keep working efficiently.
On-campus meetings seemed much more efficient and productive than online meetings. There was more interac-
tion and it was easier to have discussions. This stimulated group efficiency and the effectiveness of the meetings.
Due to a decrease in restrictions regarding the pandemic, the group was able to book rooms during the online



meetings. This way it was possible to have an on-campus meeting whilst the tutor joined online, which also lead
to a large increase in effectiveness of the team.

There were also some weaknesses within the group, which mainly focused on communication. One of the mem-
bers was really quiet which sometimes meant that her ideas were not heard. This problem was dealt with by
making sure that she was chairwoman more often, which both improved her self-confidence as well as boosted
her contribution during the meetings. There were also three members of the team who were quite loud and liked
their opinions and ideas to be heard. So in order to give everyone and equal chance to express his/hers ideas those
members stayed more quiet than they would usually and tried to ask the quieter members of the group about
their opinions. Even though the enthusiasm of most group members was very much appreciated some members
spent way too much time perfecting their work, so in order to improve effectiveness and time management every
got very specific Self Study Assignments and some of them even had a time limit. This meant that every group
member knew how much was expected of him/her and once again improve the effectiveness of the team.

Figure 2: The group picture

Finally, as you can see from the picture the group improved on already existent skills and learn new ones within
this project. Most members worked extremely well together and were able to deal with situation when one
of the group members was not contributing as much as was expected of him, which lead to an improvement
communication and team-working skills.

2 Design goal

Many different disabilities where considered when figuring out the design goal, such as visual impairment, au-
ditory impairment and epilepsy. Besides that, old age was also thought of as a possible target group for the
design. However, in the end it was decided that the best disability to focus on would be auditory impairment.
All in all it was a very tough decision, because all group members were interested in developing tool in order
to aid many different disabilities. To make sure that everyone agreed with the decision before the planning and
implementation stages of the project began, there was a vote during one of the meetings in which the auditory
impairment was a clear winner. Thus, an auditory impairment aid for in-house use was decided on as a design goal.

The team particularly wanted to focus on helping individuals with auditory impairments to perform in-house
activities. This group often faces difficulties with hearing important sounds, such as a fire alarm and this might
be detrimental to their health and safety. If they can’t hear a fire-alarm, as well as other less important sounds
such as people talking, next to them or to them, means that they are often unable or struggle to perform simple
daily tasks. This makes their life less safe and less enjoyable compared to people without such a disability. The
possible solutions to this impairment fitted best with the overall skills of the group: a good amount of program-
ming knowledge, knowledge about Arduino and electronics, creative skills, elementary CAD knowledge but no
knowledge about app-development at all.

According to the world health organization, around 466 million people are suffering from disabling hearing
loss. By 2050 this number will rise to around 900 million people [1]. This makes auditory impairment one of
the biggest disabilities in the world at the moment. There are already many different devices on the market
dedicated to improving lives of people with an auditory disability. However, these devices are often aimed at
enabling predictable daily tasks for people with an auditory impairment. These are for example: devices that



alert the user when someone is at the door with the use of lamps [5], and devices that help people wake up in
the morning with the use of vibrations [§].

However, when looking at the amount of people that suffer from an auditory impairment, we believe it is not
enough to only assist these people with predictable, daily tasks but we should aim to improve their standard of
living and help them perform unpredictable daily tasks. This can be done by creating aid devices that will allow
them to do more complex tasks, which they would not be able to do these tasks normally. With the aid of our
device they can do tasks such as detecting sound as well as the direction it is coming from. Extra care should
be taken to help these people function well in unpredictable situations that are hard to detect, or solve with an
auditory impairment.

Examples of unpredictable and sometimes dangerous situation are: in-house accidents of fellow residents, fire
alarms going off, loud water-faucets being open for extended periods of time or someone calling out for help.
These accidents are often indicated and recognized by a certain noise. The person who fell calls for help, the fire
alarm makes a beeping noise and the faucet can also be heard by people without an auditory impairment. In all
these cases the noise indicates that something is going on and enables people without an auditory impairment
to take care of it as quickly as possible, which is often very important. A problem arises for deaf people, the late
arrival to the scene of an in-house accident is often not a pretty sight. Taking all these factors into account, it
was decided to aim this project at improving situational awareness of auditory impaired individuals that they
are missing because of their disability.

The design goal is to fix the issue of lack of situational awareness of auditory impaired people. It is neces-
sary for them to be able to know that something is going on in a house. Due to the fact that they cannot
hear sounds the device has to have a certain translation of sound to some feedback which is apparent for au-
ditory impaired people. This could be haptic feedback, feedback in the shape of light or another kind of feedback.

The feeling that this design goal could lead to a desirable and innovative product mostly stems from the idea
that with this product a lot of people can be helped in a substantial amount without it being a huge burden to
them. The product does not have to be big, intrusive or dangerous to fulfill its tasks. The hope is that such an
accessory can be designed in a way that it is not only helpful, but also creative, practical and aesthetic to the user.

Besides this, the design should be multifunctional, which makes it even more innovative. The original design is
innovative since it is the first device to help recognize and locate sounds to its users in unpredictable situations.
Making the device multifunctional makes the A.A.A. even more versatile. Users can place the device on multiple
parts of their body or even on a table or counter. This multifunctionaliy creates a device which can be used at
any time and during any in-house task.

3 Functional design and solutions

The MoSCoW method in order to separate the different functional specifications according to their importance
in the design is given below. With the use of the MoSCoW method the goals for the design were clearly defined
and noted. There are 4 categories which all the technical specifications must be put under: must have’s, should
have’s, could have’s and won’t have’s.

The must have’s of the design are:

The product must help people with a disability in their home and has to be within the size of 0.34 x 0.23 x 0.32m?>.
The cost of production of the device must not exceed 70 euros. The device must work autonomously and/or
interactively. It must also have some sort of sensors and actuators (buttons or other sensors). At least 4 special
topics must be implemented in the design-process or the design itself.

The should have’s of the design are:
The device has to be able to locate sound and indicate the direction of the sound by providing feedback.

The could have’s of the design are:

The device could be lightweight and portable. It could differentiate certain sounds and give feedback to the user
depending on the sound. The device could indicate loudness or frequency of recognised sounds with different
vibrations. The device could have a battery life of at least 16 hours or it could be rechargeable. It could also be
aesthetically pleasing for an average user. The device could be attached to different parts of clothing and body



parts

The won’t have’s of the design are:

The device won’t be connected to an app or any other external hardware/software. The device won’t be neces-
sary when other people are around. The device won’t be waterproof due to the electronics inside and it being to
hard to build a waterproof casing. It will not consist of parts with a complete function (for example a complete
ready-made motorized gripper).

Solution Encyclopedia

The main two goals of the design is to first recognize presence of sound and locate it and then the presence and
location of sound should be indicated to the user. Different options on how to do that will be shown in this
solution encyclopedia. These goals are also supported by the must have and should have features of the MoSCoW
prioritisation and possible solutions are explored in this Solution Encyclopedia.

Locating and recognizing sounds:

e A wearable microphone/Volume sensor

e Stationary microphones (Volume sensor) throughout the house

e Multiple wearable microphones (Volume sensors), located on one small device.

e Multiple wearable microphones, located in different parts on the body, e.g in shoes, watches etc.
e Microphones which respond to different frequencies to recognize sound.

e Sound comes in waves, so we could use a device which senses these waves in the form of vibrations. It
would look like a speaker, but work in the reverse way.

e The CIA and FBI use a technique which uses lasers to detect sound. The lasers get disturbed by the
soundwaves and these distortions are converted into conversations ﬂgﬂ

A vibration detector circuit can be used to detect sounds via vibrations [2].

(a) Microphone sensor (b) Microphone sensor (c) Piezo vibration detector

Figure 3: Different components for possible use

Indicate sound to the user with the use of:

e Different variants of LED’s (LEDstrip, LED ring, pcb of LEDs, RGB LEDs or LED matrix) - this way the
user will be able to see where the sound is coming from. The multiple versions of LEDs can be seen in

Figure [4

e Thermal feedback - this way the user will feel the heat and that will indicate to him/her that the device is
able to detect sound coming from somewhere .

e Vibrotactile feedback - this way the person would be able to feel sound. So the sound waves would be
transformed and the person would feel them thorough this feedback.



e Haptic feedback - this is buzzing of the device in order to alert the user that there is sound coming from
somewhere. This type of feedback can be seen in Figure

e Electrotactile feedback - small electrodes that would provide weak electric simulations to the skin in order
to alert the user of sound. The layout would be similar to the layout of thermal feedback as shown in

Figure

(a) LED

(b) LED strip (c¢) LED ring (d) LED matrix

Figure 4: Different LED components
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(a) Haptic motor (b) Thermal Feedback

Figure 5: Different types of feedback

4 Design concepts

The three concepts that we chose were based on ideas that would help deaf people to identify sounds around the
house. This will increase their safety of living alone. The three concepts are described below.

A.AA.

The first concept is called A.A.A (Auditory Aid Apparatus). The design is build with the purpose to guide the
users towards certain sounds. This device contains sound sensors. The sounds detected by these sensors will be
indicated to the user via LED lights. Depending on the loudness and direction of the sound, the LED lights will
light up at a certain brightness and in a certain direction.

Possible design features:

Haptic feedback as a secondary function to the LED in order to assure the users attention

The LED’s, in total 8 of them, used in order to be able to show the direction from where the sound is
coming from, when possible

Screen in the middle to indicate what sound it is for a specific set of sounds such as burglar and fire alarms

Multiple sound detectors around the bracelet /band to detect the direction of sound

Possible ways to implement this design:



Using a haptic sensor to give feedback to the user about presence of sound

Using an Arduino in combination with all the other components to detect the direction of sound and give
feedback

Using separate LEDs to show the direction of the sound to the user by lighting up one LED which should
indicate the direction of the sound.

Using a LED ring to show the direction of the sound to the user, similar to the separte LEDs

Figure 6: Multiple prototypes of the auditory assistance band.

There are many technical aspects to be considered when creating such a device. The number of microphones used
to capture the sound which is place along the wristband. There are around 8 LED’s used to show the direction of
the light. At last there various components present on the Arduino board. Combining these components makes
this a device which will be quite hard to realize.

Auditory assistance lamp

The second concept is called the auditory assistance lamp. This design is supposed to show the users which kind
of sounds can be heard in the house. The lamp has a sound sensor implemented in it. This sensor detects the
sounds and will then detect which wavelength it is. This will be translated into which sound it can be. An alarm
has a different wavelength compared to a incoming phone call. The device will turn to a certain color, depending
on which sound it recognizes.

(b)

Figure 7: Multiple prototypes of the auditory assistance lamp. Where A stands for arduino and S stand for
speaker /sensor in the prototype a-c. In the second prototype the white dots stand for sensors while the paper
with blue dots are LEDs that will light up. The arduino would be built into the lamp in the second prototype



Possible design features:
e A RGB light. This makes the color distinction between different sounds very clear.

e A sound sensor, which does not only detect sounds but can also make distinctions between the frequency
at which they occur and at what wavelength they are.

Possible ways to implement this design:

e Using a RGB light which is implemented in a standard lamp. This RGB light will switch off the standard
light to replace it by a colored light.

e Using an Arduino in combination with all the other components to detect the wavelength and frequency
at which the sound occurs.

This device does not have many different components so building the device should not be very complex. However,
detecting the different frequencies and wavelengths of sounds will be quite hard. Especially coupling the detected
sound with the correct color will be a hard task. So the coding behind this device will become complex.

Massaging feedback socks

The third concept is called massaging feedback socks. These are socks with vibrating motors on it. The socks
also have lights and sounds sensor implemented in them. These sound sensor will detect sound, the motors will
start vibrating (massaging) and at the same time the lights will go on in a certain color to indicate to the user
which sound is detected.

() (d)

Figure 8: Multiple massaging assistance socks, where M stand for motor, S or SS stands for sound sensor. In the
prototype in the arduino is built into the sock and is not shown.

Possible design features:
o Multiple RGB lights. These will make the color distinction between different sounds clear

e A sound sensor, which does not only detect sounds but can also make distinctions between the frequency
at which they occur and at what wavelength they are

e Vibrating motors which will give haptic feedback to the user
e An Arduino which couples certain detected sounds to certain colors
Possible ways to implement this design:

e Using a RGB light which is implemented on the socks. This RGB light will turn on once the sound sensors
detect certain sounds



e Using an Arduino in combination with all the other components to detect the wavelength and frequency
at which the sound occurs

e Using vibrating motors to give haptic feedback to the user. This will feel like a massage

e A sound sensor, which does not only detect sounds but can also make distinctions between the frequency
at which they occur and at what wavelength they are

This device will not be easy to build. Socks are very flexible and users want them to be comfortable. Implementing
multiple vibrating motors, sound sensors, lights and an Arduino in them will be very hard. Especially since they
still need to be flexible and comfortable.

Conclusion

All in all it seemed that if any of the above mentioned devices was chosen as the final device, it would be a
challenge to implement. This suited the team very well as they were looking for a challenge. It was also very
important that the team was interested in implementing an innovative device which would make the device harder
to realise. The team was ready to take on the challenge of implementing such a device.

5 Final design concept

The aim of the project was to build a device that can aid someone with a disability in their home. The team
focused on auditory impairment as a disability of people who live by themselves and would require to react to
sounds like those individuals without an auditory impairment, as already discussed in Chapter [2| After multiple
meetings and discussions focused on which design concept should be chosen as the final project goal, the team
decided to go with the A.A.A.(sound assisting apparatus). This was the final decision because the preliminary
design and ideas behind the A.A.A were the most challenging to build as well as the most innovative out of the
three preliminary designs described in Chapter |4 and yet this idea still seemed feasible.

The functionality specifications of the MoSCoW prioritisation (Chapter [3)) can be well implemented in this
device. The idea is that this device will have convenient dimensions to be lightweight and portable. Besides that
it is very convenient to wear in-house due to its weight and shape. The A.A.A. is also easily used on the wrist
as well as other parts of the body, put in the pocket or even just placed on a table next to the user. The device
would have a Velcro sticker attached to it and where you would like to attach it there should also be a Velcro
patch. The haptic feedback and LED feedback is implemented in the device in a way that it is also in accordance
with the MoSCoW list. This made the A.A.A. the best design to implement for a user with auditory impairment.

The design concept of the A.A.A. was previously discussed in Chapter In this chapter we aim to show
that the design is innovative, of challenging nature to produce and of user-friendly character. In order for a
design to be innovative it has to be something that no-one else has thought of or put into practice before. There-
fore, the team carried out extensive research to investigate if a product similar to the A.A.A. is on the market
or not. None of the team members could find such a device on the market. Compared to the devices that have
already been produced before, the A.A.A. is not only able to detect sound and the sound direction but also give
haptic feedback to the user to draw their attention, signal that there is a sound and then with the use of an LED
matrix show the direction from which the sound is coming from. Such a device requires knowledge of coding and
implementing sound sensors, haptic feedback and coding in order for all the above described features to work.
Therefore, the project is of challenging nature because even though some team members had some experience
with Arduino, noone had ever used the Arduino Nano Every (which the team ended up using), implemented
code for sound sensors or had any experince with haptic feedback with the use of a vibration motor. Therefore,
the team viewed this is a challenging and interesting project that they were willing to take on.

At the beginning of the project all the team members got to know each other’s strengths and weaknesses,
as described in Chapter [1] From then on all the members wanted to work on their weaknesses as well as show
and use their strengths during the project. The team was interested in choosing a challenging project idea which
fits in with the groups strengths such as some previous experience with Arduino and circuit generation experience
as well as some basic CAD design knowledge.

The team sympathises with people with auditory impairment and wanted to create a design that would be
easy to use for everyone no matter their age or technical expertise. Hence, it was decided to be a wrist band



with a simple on/off switch, haptic feedback and an LED matrix. The simplicity of the design made the device
user-friendly. The definition of user-friendly is ”easy for people who are not experts to use or understand” |3,
according to the Oxford dictionary definition. The A.A.A. fits perfectly with this definition and therefore can be
referred to as user-friendly.

(a)
Figure 9: The prototype of the A.A.A.

After all the components were put together in a design sketch shown in Section the team realised that a
wristband design would no longer be feasible as the design would simply be too big to be put on the wrist.
Therefore the multi-functionality of the design was used. The team agreed that the A.A.A. can be used on
other parts of the body such as the upper arm, put in the pocket and put next to the user on the desk/table.
The final design of the A.A.A. could be placed on the upper arm, in the pocket as well as simply right next
to workstation of the user shown in Figure and and . Even after the design concept changed the,
functional specifications and their prioritisation based on MoSCoW prioritisation system which were discussed
in Chapter [3] still remained valid for the team’s design as these specifications were closely considered when the
different design placement ideas were developed.

6 Technical specification

The A.A.A design was chosen as our final design. This device consists of multiple components, which will be
clearly discussed in the following chapter. The table below shows all the components that where used in this
device. It also shows their price, the production number and the manufacturer of the component.

Components ‘ Price ‘ Production number ‘ Retailer/Manufacturer
Arduino Nano Every 12.50 ABX00028 Tinytronics
8 x 8 LED matrix 4.00 MAX7219LEDSMALL Tinytronics
(4x) Audio Sensor 2.50 MAX4466MICMOD Tinytronics
Lipo battery 6.50 LIPOSOOMAH Tinytronics
Charging module 6.00 SEEED-106990290 SEEED
Vibration motor 2.50 SKU:002158 Tinytronics
3d printed casing (made in NX12) | 5.00 | Final design in appendix Robin van Velzen
ON/OFF Switch 0.45 SWITCHS Tinytronics
Velcro stickers 5.00 Praxis

To give more technical specifications of the components within the device, the following table is made. It consists
of the different components, combined with some technical specifications and some outcomes of these technical
specifications.

Component Technical specification ‘ Outcome
DC current per I/O 40mA

Arduino Nano Every DC Current Vo and GND Pins | 200mA

Required voltage 5V

8X8 LED matrix Current (when off) 2.6mA
Current (when fully on) 67mA

Audio sensor Voltage 2.4-5.5V
Current (continue) 60mA
Vibration module Current (startup) 90mA
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(d) Lipo battery

(a) Arduino Nano Every

(e) Charging module (f) Vibration Motor

Figure 10: All the components of the A.A.A. device

The Arduino Nano every is the main component in this device. The Arduino needs to be able to provide enough
current to the system in order to keep it running. An Arduino Nano can provide a maximum of 500mA of
current to the system.(https://www.electricrcaircraftguy.com/2014/02/arduino-power-current-and-voltage.html)
The different components require a certain amount of current themselves. This being:

e 2.6 mA for the 8x8 LED matrix (when off)
e 67 mA for the 8x8 LED matrix (when fully on)

Sound sensors didn’t have details about the currents but were measured to be negligible.

90 mA for startup vibration module
e 60 mA for continuing vibration module

This gives that a maximum total of 67mA 4+ 90mA = 157mA is used. This is lower than the max limit of
500mA of the arduino Nano every.

The power source used in the device is a Li-Po accu. This Li-Po accu is used in this device since it has a
very good operation time vs its size and weight. The dimensions of this battery are 48.5 x 34.5 x 5.5 mm.
This makes the battery very thin, which is perfect for the device. The device has to fit on the arm of the user.
Therefore it should not be to thick, so having a thin battery is very convenient.

The Li-Po accu is rechargeable. This is done with the Seeed Studio Lipo Rider Plus. This makes the use
of this device much easier, since the user does not have to worry about buying new batteries. The Li-Po accu
has a capacity of 800mAh. To calculate its lifetime, an approximation of its use has to be made. This device will
be used daily by its user. For this approximation an estimation of 24 hours per day is made, and it senses noise
above the set threshold for a total time of 1 hour per day. This results in 60mAh in stand-by mode and 157mAh
in active mode. This would mean that the battery works for about 3.7 days.

The power within the system differs. Depending on whether the device is on or off. When the device is off,
the circuit has a voltage of 5V and a current of 2.6mA. This results in a power of 13mW. When the device is on,
the circuit has a voltage of 5V and a current of 157mA. This results in a power of 785mW.

According to the MoSCoW method our device had to consist of multiple different specifications. The device
had to be a small and cheap device. This was taken into account when looking for different components. The
group especially searched for cheap and small components. This can be seen with the Lipo battery. This battery
is very small; yet not expensive and it works very well.
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According the the MoSCoW method the device should have some way of locating and communicating sound
to the user. This is achieved with the 4 Audio sensors and the LED-matrix. The LED-matrix was the best
option since it shows arrows to the direction of the sound. This is a convenient way of communicating.

The MoSCoW method also states that the device could be multifunctional and that it could be lightweight
and good-looking. These criteria are achieve by making a 3D-printed casing around the electronics. This creates
a very neat product. Besides that, the device can be placed on the body, as well as on the table. It comes with
Velcro and a band so it is possible to stick it to cloting, or to place it around the arm.

7 Detailing

The original idea when the design was created was to make the device portable. This idea was decided on
because such a device is the most convenient but still manageable option for a product that should indicate
visual information to a auditory impaired user.

For the detailing of this design all components were specifically selected with a few specifications in mind:

e They should be as small as possible
Since the product will be carried with the user (originally as a wristwatch). All components have to be a
small as possible, in order to prevent the device from becoming an unnecessary inconvenience for the user.

e They should be available for delivery
e They should be affordable, all of the components should be 70 euros all together
e They should give immediate feedback in order for the device to be responsive

In order to decide on which model of each component would be used a few preliminary tests had to be carried
out. These are describe below.

Sound Sensor

The search for a suitable sound sensor module led to the discovery of a complete sound sensing module by the
name of KY-038. It has 4 pins: Analog Output(A0) which gives the direct microphone signal as voltage value,
VCC and GND pin for power and Digital Output (D0).The attached potentiometer could be used to configure
an extreme value for the sensor. If the value exceeds the extreme value, DO would send a high signal using the
inbuilt comparator circuit. These outputs were exactly the desired outputs which were to be used to detect
the loudness above the desired threshold and inform the user through visual feedback. However, in spite of the
positive attributes of this module, it was discarded due to the following reasons

e The module was too big. Its dimensions were 3.5cm x 2cm x lem. Since the device(AAA) had to be
compact, the use of this module was discarded.

e Setting the threshold manually using the potentiometer would be extremely tedious and inefficient.

Upon further exploration the MAX 4466 module was discovered. It is one of the most compact sound sensing
modules available (2cm x lem x 0.5cm). It has three pins: VCC and GND for power and the OUT pin which
gives the direct microphone signal as voltage value. The analog Output from the AO pin can be easily used to
extract the information about the amplitude of the sound. The threshold can also be easily set using the software
by the use of IF statements. Due to all the reasons, this module was final choice for a sound sensor.

Micro-controller

One of the most readily available and easy-to-use micro-controllers present on the market are the Arduino
microcontrollers. Thus, due to size restrictions and prior experience with Arduino micro-controllers, the team
decided that a micro-controller from the Arduino family would be used. Amongst the various micro-controllers
available, Arduino Nano Every was chosen. This was primarily due to the following reasons

e The compact nature (4.5cm x 1.8cm x lem)

e Even though Arduino Nano Every and Arduino Nano are of the same size, Arduino Nano Every is cheaper
hence allowing more budget for other coponents.

e Clock speed of Arduino Nano Every is 20MHz which is much higher than that of Arduino Nano (16MHz).
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Powering the device

Since the intention for the device was for it to be used very regularly, replaceable batteries or removable batteries
did not seem like the best idea. This led to the option of adding a charging port into the device. The Arduino
Nano Every also needed a 5V current to work properly, but the device required a battery that is optimal for the
portable size of the device. The chosen LIPOS800MAH battery only provided a 3,7 V current. A solution to this
problem was to incorporate a module that could not only charge the battery via a USB-c port, but also amplify
the current the battery provides to a higher voltage which enables the usage of this battery with the Arduino
Nano Every. Eventually the module that was found and decided upon was the SEEED-106990290, this module
has more functionalities than is necessary for the proposed task of voltage amplification, but it should fulfill its
function well. To save space in the design, unnecessary parts of this module, like the USB-port were removed. For
extra safety measures concerning the LIPO battery the course managers were contacted for extra information.
After thinking thoroughly about which safety options were necessary next to the inbuilt safety measures of in
the LTPO battery and the charging module, a fuse was added between the battery and the module.

Casing

When all the parts were put together the original idea of the device being a device located on the wrist, as
decided previously, was no longer feasible. Although all parts were selected based on their small size, no other
compromises for reduction in size could be made without seriously altering the functionality of the device. Due
to this, the original idea of a wristband device was replaced by a design that is multi-functional. The A.A.A
could be worn on the wrist if the user desired to do so, although for many people the device would be too large
to wear on the wrist; not only would the haptic feedback not be felt anymore by users with a small wrist, the size
of the device would also be uncomfortable for everyday in-house use. Though luckily there are other alternative;
the device could also be placed on the upper arm, be in a pocket, or be placed next to a workstation where it
is clearly visible to the user. Though the intention to keep the device as small as possible for user convenience
was still kept through this change in placement. The process of the design of the casing can be found in the

subsection [[1.4]

Visual Feedback

One of the special functions of this device is the ability to locate the direction sound is coming from, as well as
the ability to indicate this direction to the user. To accomplish this, a combination of four microphones with a
LED-matrix is used.

A big part of creating these functionalities was coming up with a correct placement of the microphones, and
code to compare the sound levels of the microphones and derive a direction from this. The team’s solution was
to continually measure the maximal and minimal values that the audio sensors supplied, for small periods of
time (e.g 20 ms). Since the sound sensors give sinusoids as measurements, for each small interval the maximum
amplitudes of the audio sensors can be compared, which is further explored in Chapter These maximum
amplitudes can give an indication, also addressed in Chapter [§ of where the sound is coming from, and code
is written to indicate which of the 8 directions (North, Northeast, East, etc.) is the closest to the direction the
sound is coming from.

To indicate these we had several options in mind directions to the user an arrow is drawn on the LED matrix to
the direction the sound is coming from. Several designs were explored and are listed below

e Using 8 independent LEDs to indicate the direction. This idea was discarded as the design was very bulky
and rudimentary.

e Using a 128 x 128 Oled 12C1 display by Adafruit. This dislay was extremely thin and compact (4.5cm x
3.4cm). However this was also discarded as the Arduino Nano Every was not powerful enough to process
information at the desired rate and thus the display was very slow.

e Finally an Adafruit 8x8 The the LED matrix. Even though its a bit bigger (7.1cm x 7.1cm x 3.3cm) than
the OLEd display, its compact enough to be used and the Arduino Nano can power it sufficiently.

Thus, finally the Adafruit 8x8 Led matrix was used.

Haptic Feedback

For haptic feedback, the Vibration DC Motor Module was used due to its compactness and the option to control
the level of vibration through an analog signal as an input to it.
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Device Algorithm

For the overall device an algorithm was constructed which were basically just steps or instructions that the device
would follow to achieve the desired goal of sensing sound and provide visual feedback.

Start

ead voltage measurements fro
the mic as inputs

Measure the amplitude from the voltage measurements
from the mic and update the value of amiitudes for all
the objects

!

Check the mic with the max
amplitude

ax amplitu
above the
threshold

Yes
¥

Measure the difference
between the max amplitudes
and the amplitudes of the
adjacent mics.

|

Both difference below the se Check
threshold e Light all the leds |——»| haptic

e difference below the se{__ | Light the respective »| Check
threshold diagonal arrow haptic

- " Light the main Check

Both diff below threshold fes— direction — hapfic

Figure 11: Flowchart for the algorithm behind the code

Final Overall Design

Another challenging step of the detailing process was figuring out the circuit for the whole device. For electrical
efficiency, the team decided that only the LED-matrix and the audio sensors will be powered by the Arduino
Nano Every, and the vibration motor would be directly powered by the LIPO battery. Powering the module in
this manner is possible because the module for the vibration motor contains an in-build transistor.

The detailing process also included coming up with a way to fit all the electronics in a case, this led to a few
sketches, and a few designs in NX12. The way these designs are created is further explored in the special topic
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Chapter . The Ultimate goals for the final casing were:

1.

-~ W N

5.

It should be as compact as possible
It should have a removable lid
It should promote the detection of sound by the microphones

It should have fitting holes for the charging port, the vibration motor, the on/off switch and the micro-
phones.

A band should be attachable

In trying to fulfill these goals there were ideas for round and rectangular designs. There were ideas with and
without possible solutions to improve the sound that is picked up by the microphones (these are further explored

in Chapter [g)).

Figure 12: Block diagram showing the circuit and how all the parts are connected within it
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8 Realization

In order to assemble the final system the team needed to carry out a few preliminary test to make sure that all
components worked separately as well as tests to make sure that everything works when it is assembled.

At first, the team tested each individual component separately with the Arduino UNO to make sure that all the
components were functional. The Arduino UNO was used at first because it is easier to use as it is bigger and
sturdier. The team also had a lot of previous experience with the Arduino UNO, so it made the first testing
stage more efficient. The components were successfully tested with the Arduino UNO.

After all the components were tested with the Arduino UNO, they were then tested with the Arduino Nano

(a) Testing the micro- =
phones detecting direc- (b) Testing the LED ma- (c) Graph shows amplitude recorded by the mi-
tions trix crophones

Figure 13: Multiple experiments that were carried out during the realisation stage

Every in order to make sure they were compatible with it and worked correctly. These tests included making
sure that the input from the microphones was correctly recognised as well as making sure that the lamps on the
LED matrix were bright enough and that the haptic feedback gave strong enough feedback in form of vibrations.
All the tests with the Arduino UNO and Arduino Nano Every were carried out using a breadboard in order to
hold all the components in place

Multiple casings were printed for testing. The first prototype that was printed had a circular shape and was
used to test how the microphones work with the special tubes. After another look, the team decided that the
circular casing would be wasting a lot of space, therefore the design was changed to be square/rectangular. The
thickness and the height of the first design was also improved upon in order to make the device thinner, smaller
and more portable. The designs are further explored in Unfortunately, even with those changes the de-
sign was too big to fit on a wrist. This meant that the team needed to figure out another placement for the device.

With the casings the team also wanted to test if the tubes within the manufactured plastic casing would improve
sound detection over no tubes at all . The initial hypothesis was that if tubes that would surround the micro-
phones were inbuilt into the casing then sound detection would be better. The tests that were carried out with the
tubes led to worse sound detection than without the tubes in the casing. The difference between the amplitudes
detected by different microphones was less detectable with tubes in the casing than when there were no tubes
in the casing. This led to the team discarding the tubes for the casing design. And the final design for the cas-
ing was made. The process of how the casing was designed and manufactured is further described in Chapter[11.4]

After the preliminary tests were carried out, the team needed to figure out the battery circuit in order to
power the Arduino Nano Every as well as all the other components. At first, the Lipo battery was connected
through the charging module straight to the Arduino Nano Every. The team assumed that all the components
would get enough power from the power source of the Arduino. However, the vibration module did not work as
well as expected and the vibrations given off were very weak. This problem was then resolved by changing the
circuit. The vibration module was powered directly by the battery. This worked much better and meant that
every component functioned at its full power.

When the final circuit was decided upon, all the pieces were put together to create the final prototype. First
a piece of standard pch, a little bit bigger than the Arduino Nano Every was measured and cut into shape in
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(a) Testing the microphones (b) Final circuit on a bread-
detecting directions board

Figure 14: Multiple experiments that were carried out during the realisation stage

order to fit in the casing. Then the Arduino Nano Every was soldered onto this pch. For ease of connecting
all the other components later, three lanes were created on the pcb, one for GND, one for 3,3 V and one for
5V. The charging module was then modified by removing the usb-port, to reduce size. The Lipo battery and
the charging port were not compatible, so they were also modified to make sure these two could be connected.
The battery connection wires were connected to the charging modules plus and minus. However the battery was
not yet connected to these connection wires and this was done to make the following steps safe. The charging
modules GND header was connected to the GND header on the Arduino Nano Every, and the charging modules
5V header was connected to a switch, and after this to the Vin pin on the Arduino Nano Every. This way the
Arduino Nano Every is only powered if the switch is turned on, while it is still possible to charge the device
when it is turned off. A negative aspect of this is that the charging module itself will always be powered. This
is negative because the battery will use charge even when the device is off. The next step was to solder the
vibration motor with wires to the pcb, VCC to Vin, GND to GND and IN to pin 10. Then flexible wires were
connected to the LED-matrix and the microphone modules so they would fit nicely into the final casing. The
flexible wires of the LED-matrix were connected to the Arduino Nano Every through the pcb, to the 5V output,
the GND output and pins 2, 3 and 4. All the microphones were connected to the GND lane, and the 3,3 V lane
and they were connected to pins A0,A1,A3 and A5 on the Arduino Nano Every through the pcb respectivly, as
shown in Figure [15] After this the battery was connected to the battery connection wires, and the final code was
uploaded to the Arduino Nano Every. When everything was tested (see E[) The components were all fitted
in the casing, the LED matrix was connected to the lid with hot-glue, the casing lid was placed on top of the
casing, and the casing was screwed shut with 4 simple flat head screws (2,5x10 mm) The group thought of a few

Figure 15: The diagram showing all the pins of the Arduino Nano Every

different new placements for the device. These differed from placement on the upper arm to a stationary device
which can be placed on a table. Other possibilities were a placement on the upper arm or putting the A.A.A. in
the pocket. These different placements all had their own advantages and disadvantages. For example, the pocket
version made it harder for indoor use since users don’t always have pockets to put the A.A.A. in. This is why
we came to the conclusion that we want to make the A.A.A. multifunctional. Thus all the previously mentioned
placements of the device were implemented.
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(a) Final prototype with the lid off (b) Final prototype with lid

Making the A.A.A. multifunctional makes sure that the A.A.A. can be used in many different situations. The
user can place it on the table when they are working there. The user can also put it in their pocket whilst walking
around the house. The A.A.A. can also be worn on any body part within reason by using the Velcro sticker that
comes with the device. The Velcro sticker allows the user to stick the device on any piece of clothing that also
has a Velcro sticker. It can also be worn around the upper arm thanks to the elastic band that can be sown onto
the Velcro. The placement is flexible and depends on the user’s preference.

(a) On the arm (b) Placement at a work-space (c¢) Placement in the pocket

Figure 17: Possible placements of the AAA

Explanation of the realization of the code

During the realization phase of the process, combining the components and making sure that they worked was
the main priority. However, a code also needed to be written in order to make the device work as a whole. This
paragraph will elaborate on that process, some major changes and improvements during the realization of the
code and a small elaboration on the full code. The code itself can be seen in the Appendix .

The initial code was rudimentary. The A.A.A. device consists of many different components and to increase
the chance of the device working successfully, these different components where first tested. To test this, many
small pieces of code where written in order to test the workings of the different components. This code consisted
of very basic loops and was solely created with the purpose to test all the singular components by themselves.
Once every components was successfully tested the group proceeded to the next coding phase.

The first code that was written was for the sound sensors(microphones). The Analog Output(A0) of the micro-
phones gives the direct microphone signal as a voltage value. The signal the module gives is in the form of a
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sinusoid, as the sound produced is sinusoidal in nature the voltage signal received is also a sinusoid. To get the
loudness of the sound, the amplitude had to be detected, which was done by creating a function called ’getam-
plitude()” which does the following: within a defined sample time (a few ms) all the data is taken and analyzed.
This is done by using if statements and loops. The maximum and minimum (Voltage) of the sound voltage signal
were recorded for every single microphone. By calculating the difference between the maximum and minimum for
each microphone, the amplitude within the set time-frame was determined. This process enables us to calculate
the amplitude of the sound voltage signal, which is a representation of the loudness. Only if the amplitude is
above a set threshold the device would be active. This enabled the device to ignore the low ambient level of noise.

The second part of the code was written for the LED matrix. The LED matrix should give the user visual
feedback in the shape of arrows on where the detected sound is coming from. The LED matrix is a square formed
by 8x8 LEDs. The size of the matrix is translated into the code with the use of a 2D array from 0 to 7. The
code contains 8 manually programmed arrow shapes and each arrow points to a different directions depending
on what the Arduino Nano Every instructs it to. The four standard direction (front back left right) all have
their own basic function. This function states to which direction the arrow has to point without a necessary
argument. Instead of making four different functions for the diagonals, in order to achieve computational ease a
single function was defined called middle(int a,int b) which takes 2 integers as the arguments. The arguments are
the Cartesian coordinates of the tip of the arrow in the direction it needs to be deployed. This can for example
be (0,0), in this case the arrow points to the bottom left - the origin. The last function the LED matrix has is
the ’lightall()’ function. In case every microphone detects a very high volume, all the LED’s will light up due
to this function. This will be particularly helpful in scenarios like fire. The fire alarm is so loud that it will be
sensed by all the four microphones as being above the threshold and thus the whole matrix will light up and will
notify the user.

The team faced an issue with duration from which the lights remain on. Every time a sound was detected, the
LED matrix responded very quickly, which was a good sign, however, the LED’s almost instantly turned off.
It could be possible for instance that someone falls and there is a loud noise for a brief moment of time but if
the user misses to see the screen then he will not be notified.Thus To prevent the user missing any important
information, the code was changed. This change made sure that the LED’s would be on for at least 2 seconds
after a sound is detected.refer to the code with explanatory comments in the appendix. This gives the user time
to notice the light and look at the A.A.A. and react. The use of delay() (an Arduino function that halts the
program at the given line for the specified milliseconds) for was avoided to achieve this as this would not allow
the microphones to receive data while the program is halted using the delay. Thus the use of a global iterator
variable was used for this purpose. For more details please refer to the code with explanatory comments in the
appendix.The function maxamp() was constructed to measure and compare the amplitudes of noise being inter-
cepted by various mics. Maxamp()’s algorithm then analyses these comparisons to decide which arrow should
light up on the led matrix. This function then calls another function called ledmatrix() and provides it with the
necesarry data as arguments. The ledmatrix() function then lights up the ledmatrix according to the arguments.

The last part of the code was written to control the vibration/haptic module. This module should start vi-
brating once sound above a certain threshold is detected. The initial idea was to let the vibration module vibrate
as much as possible. However, this was very electrically expensive and due to lack of auditor insulation of the
microphones from within, the vibration motor noise was also captured by the microphones which resulted in
errors. Thus the haptic motor and the microphones could not stay on at the same time. Sufficient time for the
haptic motor to stop even after the its power was cut was also to be given. Thus the use of delay() was employed.
While it solved the issue mentioned above, while the delay() was active the microphones cold not receive data
from the environment. After experimenting the optimal value of 750ms was decided for the delay() function. The
haptic motor works using the function analogWrite() which inputs a mapped value of voltage(0-5V) from 0 to
255. To make the circuit even more electrically efficient the mid value of 127 was chosen as this value resulted in
the desired level of vibration which could be felt properly thus providing more power would have been a waste and
thus this value was chosen. The function haptic() was constructed to activate the haptic/vibration motor. This
function caused the haptic motor to produce three pulses of sounds (’buzzes’) with equal intervals in between
and the delay pf 750 ms in the end. The haptic motor is active for a time of 1.75 second each time haptic() is called.

After all these different pieces of code were written and tested, they had to be put together. Initially, all the code
was just added in the main loop but this made the code extremely difficult to understand and modify. Thus for
making the code as clean and efficient as possible, classes were constructed. A class is a user-defined data type,
which holds its own data members and member functions, which can be accessed and used by creating an instance
of that class called objects. So a class called sensor was constructed with 2 attributes: an integer which was set
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to the pin value to which the given microphone was attached and a float number which was the amplitude of
the sound being intercepted by that particular microphone at that instant. Four instances of this class (objects)
were constructed one for each microphone. The overall algorithm of the code is illustrated in the flowchart below:

All of the electrical components for the device were bought in Tinytronics web-shop and delivered to the one
of the team member’s home. The Velcro stickers were bought in Praxis and the 3D-casing was printed on a
3D-printer which belongs to one of our teammates. The full Bill of material is given in Table[I] From this table,
one can see that the total price of all the required components did not exceed the price limit of 70 and the total
cost of required to build the A.A.A. is 44.45. Thus one of the main goals of the project, the budget as defined in
MoSCoW, is satisfied.

’ Quantity ‘ Components ‘ Price ‘ Production number ‘ Retailer /Manufacturer
1 Arduino Nano Every 12.50 ABX00028 Tinytronics
1 8 x 8 LED matrix 4.00 MAX7219LEDSMALL Tinytronics
4 Audio Sensor 2.50 MAX4466 MICMOD Tinytronics
1 Lipo battery 6.50 LIPOS80OMAH Tinytronics
1 Charging module 6.00 SEEED-106990290 SEEED
1 Vibration motor 2.50 SKU:002158 Tinytronics
1 3D printed casing (made in NX12) | 5.00 | Final design in appendix Robin van Velzen
1 ON/OFF Switch 0.45 SWITCHS Tinytronics
1 Velcro stickers 5.00 Praxis
’ TOTAL \ - \ 44.45 \ - \ -

Table 1: The Bill of Material

9 Test plan and results

Once the final device was realised, after integration of all the sub-components, many tests were carried out to
figure out the relation of the final device with the technical specifications

Experiment 1 - Directional Sensing in the horizontal plane

This experiment was carried out to check the directional sensing of the device for directions in the horizontal
plane (North,East, West,South,Northeast,Southeast,Northwest,Southwest). Directional sensing implies the ability
of the device to detect the sound and provide visuals to the user about the direction of the sound using the Led
Matrix. Noise of a fixed volume from a fixed distance was produced at different angles with respect to the device
and the frequency of correct responses were recorded. This was in consideration with the technical specification
that the device must be able to sense sound and indicate the direction to the user (The should have in MoSCoW).
The number of times the device was able to sense the direction correctly was recorded. A regression plot was
created with the number of times sound produced on the x-axis and the number of times the device sensed
correctly on the y-axis.The root mean squared error of the data points was calculated from the line (y=x) which
shows the ideal situation where number of correct outcomes equals the number of tests. First the experiment
was carried by producing sound from all the 8 directions and then was repeated for only the four main directions
(North East West South). The noise was produced by a group member at a distance of about 1 metre from the
device as shown in the figure below.

Results: The former experiment gave a Root Mean Squared Error (RMSE) of 5.0646 which is quite significant
and the latter one gave 0.7071. This proves that while the main directions were sensed with almost no error, the
sensing of the diagonal directions was not very accurate. In the 'Detailing’ section [7] the algorithm shows that
the diagonal arrows are deployed when the difference between the two adjacent microphones (between which the
arrow needs to be deployed) is below a certain threshold. This threshold value was also tweaked a lot to minimise
the error and the optimal value was found to be 0.3V

Experiment 2 - Sensing Sound from the top and bottom

This experiment was carried to analyse the device’s performance to sound being produced from top and bottom
of the device. This was in consideration with the technical specification that the device must be able to sense
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(a) Experiment 1 (b) Experiment 2

Figure 18: Experiments 1 - Directional Sensing Experiment; Experiment 2 - Experiment with sound source at
the top and bottom position.

sound and indicate the direction to the user (The should have in MoSCoW) The sound was produced using the
sound generator app. A regression plot was made by plotting the number of tests on the x-axis and the number
of correct outcomes on the y-axis. The root mean squared error of the data points was calculated from the line
(y=x) which shows the ideal situation where number of correct outcomes equals the number of tests and the
device and the phone (sound source) was held by a group member as shown in the figure below.

Results: The RMSE was a mere 1.1832 implying the the device was able to sense sound from these direc-
tions and notify the user using the visual feedback very effectively.

Experiment 3 - Setting the sensitivity threshold

In the 'Detailing section’ [7] the algorithm was shown. It shows that the visual feedback was given only when
sound above a given threshold is sensed by the microphones. This was imperative, otherwise the device will
constantly give visual feedback as there is always a very low level of ambient sound. This threshold was to be set
in such a way that the device is able to sense sound even at a significant distance. Thus, for the experiment a
group member stood almost 9 metres away from the device and the values were tweaked until the optimal value
was found. The picture of the group member with the device showing the right arrow is shown below.

Figure 19: Experiment to set the threshold

Results: The optimal value for the threshold above which the device should activate was found to be 1V and
this threshold was set within the code
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Experiment 4 - Haptic Feedback

This experiment was conducted to check the working of the haptic motor and was it strong enough to be felt
through the casing. Sound was again generated using the sound generator app on the phone.

Results: The haptic feedback worked was activated above the set threshold of 3.25V and thus worked as
expected. While the haptic feedback was on the arrows’ directions did not change as expected as the sound
sensors and the haptic feedback should not work at the same time as explained extensively in the 'Realization’
section [§

Conclusion

These experiments were imperative to check for the overall functionality of the device. Carrying out these
experiments enabled us to discover and set the optimal values of some important thresholds of the device to
achieve the finest performance. It was also discovered that the diagonal directional sensing was not improving
after a certain level and the level was not satisfactory. This could mean that probably something completely
different has to be done at the hardware and/or software level.

10 Design evaluation

The design evaluation chapter will consist of a critical view of the design and realization phase, combined with
a critical view on the final product. First, an evaluation of the design phase.

The concept phase went very well. The group made great progress with thinking of multiple different de-
signs and coming up with good solutions for problems rising for each of the concepts. In the end the Auditory
Aid Apparatus was chosen as the final design concept. This was mainly done because it seemed like the most
innovative idea and the group figured it would be a good challenge combining all the technical components. The
choice of the final design concept also went very well as each of the team members shared their opinion on which
design concept should be chose and the reasoning behind it. Almost unanimously the A.A.A. was chosen.

The sound assisting apparatus was chosen because it was believed to be a helpful and aesthetically pleasing
product, which could be worn by the user with pride, whilst also helping them with every day tasks. During
the design phase it was quickly discovered that this device was going to be much bigger than previously envi-
sioned, as already mentioned in previous chapters. The intended product was supposed to be the dimensions
of a watch, with a possibility to be a little bit bigger. However, the final device was going to be much larger.
The dimensions of all the components were measured and the first design sketch showed that the dimensions of
the device were going to be 7 by 7 centimeters. This was not going to be convenient for a device on the users wrist.

This set-back forced the group to think of other possibilities for the concept placement and usage. Placing
the sound assisting apparatus on the wrist was no longer an option. Since the device needed to be usable at
all times, the group figured that the best solution to the dimensions problem was to make the device multi-
functional. This meant that we would put more emphasis on different placements of this device on the body, as
well as others such as in the pocket or on the table. This change within the design procedure was the most critical.

This new multi-functionality was provided in three ways. The device can be put in a stationary position,
on a table for example. It can be charged during these times and the user can see it when he is working on his
laptop. The device can also be placed in pockets. This is convenient during movements within the house. The
LED-display is not visible then, but this is compensated by the vibration module. This starts vibrating and the
user will be alerted to get the device out of his pocket to see the arrows. The device comes with Velcro. This gives
the user the possibility to attach the device to any piece of clothing. It is also possible to attach the device to a
Velcro patch with an elastic band in order for the device to be more fixed on one body part such as the upper arm.

In the end, the final product is not the same as the group envisioned it during the start of the project. However,
even though there were some difficulties the team managed to come up with a final product that is a creative
and innovative, which gives the users a much safer in-house life. Besides that, it is an even more creative product
than initially envisioned. Looking back on the idea of a watch now it seems basic and similar to products that
are already on the market, but the final product being multi-functional makes it is even more creative than the
team previously imagined.
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The group is very happy with the outcome of the final product. However, there are some things that can
be improved on within the design. These improvements will be elaborated on in the following paragraphs.

The first improvement has to do with the microphones. The microphones that are used within this design
are the MAX 4466 module was used. These microphones were specifically chosen due to their small dimensions.
The maximum voltage signal that these microphones can output is equal to the voltage VO supplied to it. Any
sound with a corresponding voltage value higher than VO is clipped to VO and this sets a limit to the range of
values the microphones can perceive. For our device, VO was set to 3.3V after considering the maximum power
supply of the arduino in mind.This limits the range of the loudness of sounds that the microphone can read.
This could be improved by using a transistor amplification circuit to increase the value of VO to consequently
increase the range of loudness. Currently the device measures sound and most of the time is able to detect the
general direction pretty well. However, sometimes when the space is very big or there is an echo in the room the
microphones do not measure the sound precisely enough, which leads to not very accurate readings and arrows
pointing in the wrong direction. In order to improve this one should look into the technical specifications and
detailing phase of the design cycle more carefully and take into account the problems the team faced with the
microphones and try to solve them on a theoretical level first prior to implementation.

The second improvement has to do with the coding of the device. During the realization and testing phase,
it was discovered that the device works well and is pretty accurate. This can be said once the device measures
low to average sound volumes. However, when the noise was too loud the haptic feedback would go off and then
the sound that should be detected during the time that the haptic motor goes off would no longer be measured.
The team could not figure out a way for this problem to be solved neither manually nor in the code.

The third improvement that can be made is an obvious one. The dimensions of the final product are 8 by
9, which makes the device quite large. In order to make it more user-friendly the device should be much smaller.
This makes it easier for the user to carry around. It will be easier to put in their pockets, attach to their clothing
and it could possibly be reduced to the size of a watch. This improvement has to be made within the preliminary
design phase. Sketches have to be made which can result in a more optimal way of placing the components and
eventually shrinking the size of the device. Another way to improve this would be getting rid of the wires or
getting smaller wires in order for them to take up a lot less space. This would save space but would be harder
to do as this would require a lot more soldering and possible mistake could lead to the electronics of the device
being destroyed.

Another improvement that could be made is to do with the vibration motor and the sound it produced. Even
though, as previously mentioned the microphones are not very sensitive, the vibration motor produced a sound
which is then picked up by one of the microphones and leads to arrows points in the wrong direction. This could
be theoretically solved by somehow insulating the vibration motor or possibly editing the code in a way that the
microphones do not pick up sound from the vibration motor.

The final improvement that the team thought of was the to find a way to indicate the loudness of the sound
that is detected by the microphones. At first, the team was planning on doing that by using different colours
to indicate different volumes of sound. However, that was not possible as it could only be done with the LED
screen which was not compatible with the other components of our device as previous discussed in Chapter [7}
Therefore, the 8x8 LED matrix was chosen but it only has red LEDs and thus could not indicate volume of
sound. The team decided that it would a very nice feature to have but was not plausible in combination with
all the other components. Therefore, if this project was carried on the team would like to look into other LED
devices to display different colours for different volumes of sound.

In conclusion, the final device that the team was able to produce works and is able to detect certain sounds
and give feedback to the user. The team is very proud of the result that they were able to achieve but they also
acknowledge that they were are a few possible improvements that could be made. These improvements should
be both made during the detailing and realisation. A lot of the improvements were thought of and adjusted on
the way but if there was more time the team believes that should have been put into the detailing phase of the
project.
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11 Special topics

The four special topics that were chosen to explore are:
1. Error analysis & curve fitting
2. Design sketching
3. Haptic preception
4. CAD design

These special topics allowed the team to further understand the workings of the device, adapt it and provide the
best possible user experience. The team was divide into subgroups in order for each group to research one special
topic in detail and the share their finding with the rest of the team. After the special topics were researched,
certain changed were implemented in the device. These changes are described within each special topic.

11.1 Error analysis & curve fitting

This special topic was very important during the experimental stage of the design. With the help of multiple
experiments and analysis of the data that was collected from the experiments the team was able to eliminate
multiple errors and optimise the performance of the device.

In order to fully understand how error analysis is carried out, how to use Matlab for analysis of the data as well
as getting familiar with statistics, two group members went through the material available on CANVAS, as well
as some extra material provided on canvas and some research papers on error analysis. This research allowed
them to further develop tests to check the functionality of the device and improve it.

There were three main experiments that the two members of the team, who were in charge of this special topic
carried out:

e How well the microphones were sensing all the 8 directions of sound,
e How sensitive and reliable are the microphones,
e How well the microphones were sensing sound from top and bottom.

All these experiments were described in detail in Chapter [0

Experiment 1

For the first experiment, the sound at a consistent volume was turned on in different locations around the room
but in the 1 meter radius of the A.A.A. The distance of 1 metre was chosen because it was a good representation
of real-life in-house scenarios and was also very experimentally convenient. The device was placed in the middle
of the room and was meant to indicate with the arrows the direction from where the sound was coming from.
There were two versions of this experiment:

e testing the 4 main directions (north, east, south and west)
e testing all the 8 directions(north,north-east,east,south-east,south,south-west,west,north-west)

The results were then recorded and analysed with help from the material provided. Below one can see two linear
regression plots, one for each version of the experiment.

From the first graph the team concluded that the 4 main directions are detected almost perfectly. These are
conclusions that the team came to because the linear regression line, which is plotted in red, is almost the same
as the optimal linear regression plotted in green. The optimal linear regression shows what the results should
be if all the microphones worked perfectly without any errors present and detected the direction of the sounds
perfectly. The root mean square error from the optimal error regression line value was also calculated for the
second experiment and it was a mere 0.7071.

From the second graph the team concluded that the diagonal arrows didn’t work so well. This can be seen
because even though all the directional arrows were tested some around half of them didn’t work each time.
Therefore, it can be seen that the optimal regression line is very different from the line of best fit for our data
points. The root mean square error from the optimal error regression line value for this first experiment was
5.0646. This error is quite significant.
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Linear regression for 4 main directions

Linear regression for all directions
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Figure 20: Linear regression graphs. The key for these graph: green dotted line shows optimal regression or line
graph for the ideal case (number of correct outcomes = number of tests); red line shows the line of best fit of
our data; our data is shown with blue crosses.

Experiment 2

For this experiment, the voltage output from the microphones was measured as a response to a constant sound
level. The reason this experiment was conducted was due to the fact that the microphones themselves have a
certain inherent tolerance (variability) concerning the voltage. Thus even to a sound with a constant level of
loudness, the output voltage can be non constant (fluctuating). This could be either due to the inevitable errors
that crawl in during the manufacturing of any electrical device. This can be a problem because a sound above the
decided threshold could be intercepted as a voltage below the threshold due to the fluctuations and the device
would not respond even though it should. This explains the importance of this experiment.

Two boxplots for the voltage measurements from the mics (a quantification/representation of the amplitude)

were constructed as shown below. The first one corresponding a constant sound of 50 dB with a frequency of
440Hz and the second one for a sound of 60dB with the same frequency as the former case.

Voltage fluctuations for a constant sound level

o4z~

2 036 -

Upper Adjacent: 0.3

Sound level

Figure 21: Boxplots for the voltage measurements. Left boxplot corresponding a constant sound of 50 dB with a
frequency of 440Hz and the right boxplot corresponds to a sound of 60dB with the same frequency as the former
case.

As shown in the graph the fluctuations are extremely less. The range of fluctuations corresponding to 50dB is
just 0.06V and corresponding to 60dB is a mere 0.09V. Thus we can conclude that the microphones are reliable.

From these experiments it was concluded that the diagonal directional arrows didn’t work as well as expected

when there was only one source of sound. This meant that the team should either rewrite the code or have 8
microphone instead of 4. However experiment 2 proved that the sound sensors are extremely reliable. These
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Linear regression for top and bottom directions
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Figure 22: Linear regression graph. The key for these graph: green dotted line shows optimal regression or line
graph for the ideal case (number of correct outcomes = number of tests); red line shows the line of best fit of
our our data; our data is shown with blue crosses.

tests were done only towards the end of the project when the final product was already assembled so neither of
those changes could be made. Hence, these errors are something the team put in the Chapter [I0] of the report in
order to acknowledge it as possible future improvements of the device.

Experiment 3

For this experiment, a consistent frequency and loudness of sound was turned on both above and below the
device. During the experiment, the device was held at a consistent distance as shown in the Figure [I9] This was
done to make sure the readings were consistent. The details of this experiment are further explored in Chapter
a

Above a linear regression plot can be seen (Figure which shows the results of 20 experiments. From this
graph we could conclude that the bottom and top directions were well detected. The optimal regression line is
very similar to the line of best fit which in turn mean that the device senses the top and bottom directions very
well. The root mean square error from the optimal error regression line value was also calculated for the third
experiment and it was a mere 1.1832, which quite low and hence once again supports the argument that the
device detects up and down directions well.

11.2 Design sketching

To begin the design of the prototype, it was necessary to sketch out a few designs. This was done to get an
idea on how to fit all the electrical components and make a casing. This casing should not only protect any
electrical mishaps from happening, but also provide a snug and comfortable fit for the user to carry out during
any in-house activity.

At first, dimensions of each component which was given were noted down and sketched in different view to
get a clear idea on how big the casing should be in dimensions. It was easier to draw a perspective drawing to
get an idea on how the outline of the wristband would look. But with perspective drawing the dimensions of the
components were not exact and there would always be a + in dimensions.

To tackle this situation, several views of the casing with all the components placed in it were drawn. To
get familiar with the technical sketching process, the modules on canvas were of great help. They made it easier
to understand what different projections the sketch can be done in, such as 2-D or 3-D projections. With the
help of these modules, different views such as front, top and side view of the design was drawn out. In addition
to this, the course design sketching was followed. However, this course was not useful for a technical sketch since
it was more focused on perspective drawing.

The design drawn out in 2-D projections helped to get the drawings done faster and to think ahead. Because

26



the components turned out bigger than initially expected it was clear to see that even if the components were
arranged compactly, the size of the casing would be large and would not be comfortable to wear. After a group
meeting, it was decided that a round casing would not be the most feasible option. Various other designs were
sketched out in which all the components would fit. Due to the continuous change in electrical components, the
technical sketch kept changing and was not final for a long time. This gave the team room for a lot of sketching
and iterations to take place, which could help fit all the components properly. Different shapes were explored
and a few were sketched out.

(a) (b)

Figure 23: Technical Drawings for the final design, where all the measurements are in cm

To get an understanding on the wusers perception of the prod-
uct, the modules under design sketching were studied. Spe-
cific focus was put on the study material base ond communicat-
ing and understanding product marketing. This is an essential
part since it gives a final idea to the wusers on how the prod-
uct will look as well as the functionalities it possesses to serve the
users.

After this process, the device was sketched out in a very pleas-
ing and visual sketch, which can be seen in Figure This pro-
cess was done in the end since such a sketch is only sketched out
only after everything is finalized. Hence this process had to be done
during week 7 as well as week 8 due to the last minute changes
that happened in the design of the casing and changes of its dimen-
sions.

Design sketching was done throughout the project at first to get an idea
of how the final product would look like and after that to further improve
on the design. The skills of design sketching were improved upon during this
project and helped the team to decide on the final design of the A.A.A.

Figure 24: Final sketch of the de-
vice

11.3 Haptic perception

The haptic perception topic was very important during the design concept stage as well as realisation of the final
product. The team wanted to figure out what was the optimal position of the device on our body and understand
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the reasoning behind it. In order to achieve this, material on Canvas was studied thoroughly as well as other
research papers that were found on the internet. This research was started during the concept phase when the
three prototypes were developed as was further elaborated on in Chapter [4]

At the very start of the team’s research, it was found that haptic perception is often overpowered by vision .
It was also noted that people with an impaired sense experience heightening of other non-impaired senses @
In the case of auditory impaired individuals it is clear that vision is the sense that they use most and haptic
perception is a bit less developed. Based on all the information that was already known to the team after pre-
liminary research of the auditory impaired individuals during the concept stage, the team decided to carry out
a bit more research into the topic before concluding anything. However, already at the beginning of the project
it was clear that haptic perception will be present in the device but the extent to which it would used was still
unknown. Visual feedback through the LED screen was decided to be the main way of communicating to the user
which direction the sound is coming from. The team still needed to figure out how haptic feedback would be used.

Subject 1
tbjec Subject 2

finger
shoulder finger NN
forearm shoulder GG

forearm

upper arm

calf

shoulder
shoulder G

back |

back

0 3 10 15 20 23 30 33 40 43 (4] 5 10 15 20 25 30 35 40 45 50
(a) (b)
Subject 3 Subject 4
finger HH

finger

shoulder NG

shoulder
forearm

forearm

upper arm

upper arm | —

calf
calf

shoulder |G
back  ——

shoulder

back

5 10 15 20 25 30 35 40 45 50

o

o

=}
=]

5 10 15 20 25 30 35 40 45
() (d)

Figure 25: Graphs showing the results obtained from the experiments carried out on 4 different test subjects.
The vertical axis of each graph shows the part of the body parts tested, while the horizontal axis shows the mean
2-point threshold measured in millimeters

In order to study the topic of haptic perception even more rigorously in-house experiments were conducted using
the point localization and 2-point threshold principle in order to find out the most suitable place to wear the
AAA.

Point localisation is the ability to locate a point on the skin that is being stimulated and the 2-point threshold is
the distance between two stimuli at which both stimuli are felt as one. Conducting an experiment which involved
point localisation was paramount in order to see if our results would match that of literature . The results
were also important because they would suggest onto which part of the body, if any at all the device should be
placed on based on high sensitivity in that area.

The experiment that was carried out had 4 participants, 2 males, and 2 females each giving explicit consent
on willingness to participate in the experiment. Each participant was told that a set of body parts (calf, back,
shoulder, upper arm, forearm, palm, and finger) would be tested. All test participants were blindfolded and
then chopsticks were pressed against each body part previously mentioned alternating between 1 chopstick and
2 chopsticks. The participants had to identify if they are being poked by 1 stick or 2. When 2 chopsticks were
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Figure 26: Haptic feedback graph from a ”Haptic Percetion: A Turorial” |7, which shows which parts of the body
are more sensitive based on their mean 2-point threshold shown in black and mean point localisation threshold,
shown in grey.

used they had to be kept at a certain predefined distance. If a participant was almost always correct, when
the two chopsticks were used, the distance between the chopsticks was decreased and vice versa (TU/e provided
experiments on canvas, 2016).

The results of Figure [25] are closely linked to that of the results provided by scientific literature, shown in
with slight anomalies this which could be due to the design of the experiment in which a lot of the distances
were not measured very precisely. Moreover, due to a smaller sample size it better to rely on the literature as a
larger sample was taken for the experiments described in ”Haptic Perception: A Tutorial” paper [7]. All in all,
the results of the experiments that were carried out were insightful and allowed for a better design to be developed.

After all the above mentioned research was completed, it was concluded that different body parts are able
to sense stimuli at different rates. This is likely due to the distribution of nerves and the overall structure of the
skin. This realization allowed the team to optimize where the vibration should be felt and how effective these
vibrations would be. Conclusively, the more sensitive the area of the body is, the more effective the haptic feed-
back function becomes. In theory, the haptic function should be an effective secondary function for the hearing
impaired, but the scientific literature suggests that when vision is involved in perceiving the environment haptic
sensing is a lot less effective in comparison to vision. Hence, this lead us to making the haptic motor secondary
to the LED matrix in order to fit our target demographic.

11.4 CAD Design

To help throughout this sketching process and to produce the casing in a 3-D form, the CAD software NX-12 was
used. The modules and tutorials given on Canvas were very helpful but also very complicated to fully understand
for an amateur. Understanding of the concepts and all the functionalities was important to get started and was
done in order to create a 3-D printed model. These topics took time to understand and required continuous revi-
sion.

Further, it was decided to create a test casing in order to test how the microphone
sensors can be fitted and which fitting would result in the sound being captured in the
most optimal way for deriving the direction the sound came from. Experimentation with
different shapes such as a rectangle, a square and a cylinder was done. Working on the
test case helped to give a feel of the software and how to work around the options to
achieve what is needed.
After discussion, it was decided to make a cylindrical test case to test and fit the micro- Figure 27: First CAD
phones with the correct dimensions put in. After experimentation with different shapes, design
cylindrical seemed the most viable even though it was the biggest. The team wanted
to see how the microphones and the electronics would fit and then further modify the
case. Holes for the microphones were designed for the first case, which was used to fit them in easily and test
the circuit. This was just a test design on which further iterations and work needs to be done to create a better
casing which would be smaller and could still fit all the components inside with less space lost.

After the first casing was printed to test if the microphones would fit, further assembly of the circuit was
done to make the circuit as compact as possible. After this, the positioning of each component was known and it
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(a) (b) (c)

Figure 28: Sketches of different CAD designs. First CAD design is the most left one and the most recent is the
most right one.

was easier to design the 2"? casing. The 2"? casing took more time than estimated since it consisted of quite a
few extrusions and holes. There were holes for the microphones, the vibration motor, the on/off switch, and the
USB port for the charging module. The printing of this case took more than 6 hours due to its complex and large
design. After assembling the circuit into the casing, it was observed that some changes had to be made in the
positioning of the holes since certain components of the circuit were not fitting in properly. To elaborate further
on these changes, the dimensions of the on/off hole and how it was positioned had to be changed. Further,the
screw holes were not aligned correctly which would not allow the lid to be screwed on top of the casing tightly. In
addition to this the positioning of the USB port had to altered as well for better compactness of all components.
These changes were implemented in the next CAD design.

After the final casing was printed, the assembled circuit was placed to test the fit inside the casing. The
next step was to design and print the lid for the casing. The design for the lid went through several stages of
design due to the faults in the design. These faults were dimensions of the blocks on which the screw holes would
be for the lid was confusing to decipher and re-create exactly so they align, due to which it had to be corrected
a few times. After the lid was designed the whole circuit was assembled inside and the lid was screwed on top of
the main casing to secure it. The final casing CAD design can be seen in Figure and

The process of CAD design took place mainly in the last 4 weeks of the project. At first, a lot of research
was done and then, as described above, multiple prototypes were printed. This process of creating and modifying
the design of the casing helped the team to get the final product to the smallest dimensions possible as well as
making it look good. A lot of new skills were learnt about CAD design during the manufacturing stage of the
project.

(a) The main body (b) The lid of the casing

Figure 29: Final CAD design casing
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A Appendices

Final code

Listing 1: EngineeringDesign.ino

#include ”LedControl.h” /xincluding the necessary library for the LED Matrix*/

const int sampletime=50;

const int ledtime =500;/+«+The is the sampling time for which readings will be taken by the mics
and processed to calculate the amplitude of the sound being receivedx*/

const float threshold=0.3; /+*This is the thresold for the difference between the max amplitudes
and the amplitude of the adjacent mics*/

const float threshold2=1;/*This is the threshold below which the whole device is inactivex/

unsigned long int v=0; /+This is the global iterator which is used to set the aroows for nearly
2 seconds even after the sound has stoppedx/

LedControl lc=LedControl(2,4,3,1);

const int hapticpin =10 ;

class sensor{ /* a class which is basically like a custom data type has been initialised
called sensor.x/
public:
int pin; /xfirst attribute is an integer called pin which is the pin number to

which a given microphone is attachedx/

float amplitude; /*second attribute is an floating point number called amplitude which is
the amplitude of the sound that is being received by the microphone at any given instant
its continuously updated in the main code as mentioned belowsx/

sensor (int pinl, float amplitudel) { /«this is constructor initialisation that just makes
the process of initialising an object (instance of a class) and setting the attributes
extremely efficient*/
pin =pinl;
amplitude=amplitudel;
}
b

sensor micl(A3,0) ,mic2(Al,0) ,mic3(A0,0) ,mic4(A5,0); /+ Initialising 4 objects one for each

sonud sensor (mic) and setting the value of pin and the amplitude to the expected values.
They are constructed as global variables to prevent any ’out of scope’ issuex/

31




22
23
24

25
26
27
28
29
30
31
32
33
34

36
37
38

39

40
41
42
43
44
45
46
47
48
49

56

58
59
60
61
62
63
64
65
66
67
68
69
70
71
72
73
74
75
76
77
78
79
80
81
82
83
84
85
86
87

void setup () {

pinMode (micl . pin ,INPUT); /+*Setting the pinModes to tell the arduino if a particular pin is
being used as INPUT or OUTPUTx/

pinMode (mic2. pin ,INPUT) ;

pinMode (mic3. pin ,INPUT) ;

pinMode (mic4 . pin ,INPUT) ;

pinMode (hapticpin ,OUTPUT) ;

lc.shutdown (0, false); /+«This acts like a wake up call for the ledmatrixx/

lc.setIntensity (0,4); /*This sets the intensity of the LEDs on the matrix*/

lc.clearDisplay (0); /xClears the displayx/

}

void getamplitude (sensor *micl,sensor *mic2,sensor *mic3,sensor xmic4) /*This function is used
to get the amplitude of the sound from each sensorx/
{

int 1i;
unsigned long int millispresent=millis(); /+*millis() function returns the number of
milliseconds for which the code has been runningsx/
float maxvall=1.65; /«Initally all the maxvals and minvals are set to 1.65. This is because
it was experimentally observed that when no sound was being received by the microphones the
voltage output of the sensors was a steaady 1.65 (the average of the max (3.3V) and min (0
V)). Thus these values are initially set to 1.65x/

float maxval2=1.65;

float maxval3=1.65;

float maxval4d=1.65;

float minvall=1.65;

float minval2=1.65;

float minval3=1.65;

float minval4d=1.65;

unsigned long int x=millis ();

while (millispresent+sampletime>x) /*This loop iterates for the sample time defined above
and continuously takes readingssx/

{

float a = analogRead (micl—>pin)*5.0/1023;
float b = analogRead (mic2—>pin)*5.0/1023;
float ¢ = analogRead (mic3—>pin)*5.0/1023;
float d = analogRead (mic4—>pin)*5.0/1023;

if (a>maxvall) /*Over a single sampletime the maxvals and minvals
are calculatedx*/

{

maxvall=a;

}

if (a<minvall)

{

minvall=a;
if (b>maxval2)

maxval2=b;

}

if (b<minval2)

minval2=b;

}

if (c>maxval3)

{

maxval3=c;

}

if (c<minval3)
minval3=c;

if (d>maxvald)

{

maxvald=d;

if (d<minvald)

{

minvald=d;

}

x=millis ();
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88 }

89

90 micl—>amplitude=maxvall—minvall ; /+*The amplitude is updated using the pointers for all the
4 objectsx/

91 mic2—>amplitude=maxval2—minval2;

92 mic3—>amplitude=maxval3—minval3;

93 mic4d—>amplitude=maxvald—minval4 ;

94| }

95

96| void front () /+This produces an arrow on the LED matrix facing forwards/

97| {

98 lc.clearDisplay (0) ;

99 int 1,j,k;

100 for (j=0;j <8;j++)

101

102 lc.setLed (0,3,],true);
103 lc.setLed (0,4,],true);
104 }

105 j=4;

106 k=6;

107 for (1=0;i <3;i++)

108 {

109 lc.setLed (0,i,]j,true);
110 lc.setLed (0,i+45,k, true);
111 j++;

112 k——;

14| }

116| void left () /+«This produces an arrow on the LED matrix facing leftx/
17| {
118 lc.clearDisplay (0);
119| int i,j,k;

120 for (j=0;j <8;j++)

122 lc.setLed (0,j,3,true);
123 lc.setLed (0,j,4,true);

Jj=4;
126 k=3;
or (i=0;i <4;i++)

129 lc.setLed (0,i,j,true);
130 lc.setLed (0,i,k, true);
131 j++

132 k——;

133 }

134] }

136| void right () /*This produces an arrow on the LED matrix facing rightx*/
137] {
138 lc.clearDisplay (0);
139 int 1,j,k;

10| for (j=0;j <8;j++)

142 lc.setLed (0,j,3,true);
143 lc.setLed (0,j,4,true);
144 }

0.

j
146 k=0;
for (i=4;i <8;i++)
148 {
149 lc.setLed (0,i,]j,true);
150 lc.setLed (0,i,k, true);
151 ji—;
152 k++;
153 }
154] }

156| void back() /+#This produces an arrow on the LED matrix facing backwardx/
157| {
158 lc.clearDisplay (0);
159 int i,j,k;

160 for (j=0;j<8;j++)
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175

lc.setLed (0,3,],true);
lc.setLed (0,4,],true);

lc.setLed (0,i,]j,true);
lc.setLed (0,k,j,true);

i ——:

kt+;
}

/+*The function below is used to produce an arrow in any of the intermediate positions. This
function takes in two arguments (i,j) which are the coordinates of the of the tip of the
arrow. So for instance if an arow needs to be constructed pointing diagonally to the right

the function call will be as
and not 1 so since there are
T)x/
void middle(int i,int j)
{
lc.clearDisplay (0);
int a,b;
if ((i=08&j==0) || ( i==1&&j==T))

for (a=0;a<8;a++)

lc.setLed (0,a,a,true);

}
if (i==0)

for (b=0;b<4;b++)

lc.setLed (0,i,b,true);

}
for (a=0;a<4;a++)

{

}
}

else

lc.setLed (0,a,0,true);

for (b=4;b<8;b++)
{

}
for (a=4;a<8;a++)

lc.setLed (0,7 ,b,true);

lc.setLed (0,a,7,true);

}
}
}
else
if (i==0)
{
for (i=0;i <4;i++)
{

}
for (b=7;b>3;b——)

lc.setLed (0,i,7,true);

lc.setLed (0,0,b, true);
}
}

else
for (b=3;b>=0;b——)

lc.setLed (0,7 ,b,true);

}
for (a=4;a<8;a++)

{

follows: middle(7,7) (not 8 beacuse the indices start from 0
eight LEDs in each row and column, the indices range from 0 to
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230 lc.setLed (0,a,0,true);
231 }

232 }

233 b=7;

234 for (a=0;a<8;a++)

235
236 lc.setLed (0,a,b, true);
237 b——;

238 }

239 }

240| }

242/ void lightall () /+light everythingx/

244 lc.clearDisplay (0);
245 int i=0,j=0;
246 for (1=0;i <8;i++)

248 for (j=0;j <8;j++)

250 lc.setLed (0,i,]j,true);
251 }

252 }

253| }

255| void ledmatrix (sensor smain, sensorxafter ,sensorsbefore,int a,int b, int ¢ ,int d) /+«This the
function responsible to deploy the respetive arrowssx/

256 {
257| float diffl = main—>amplitude—after —>amplitude;
258| float diff2 = main—>amplitude—before—>amplitude;
250| if (diffl <threshold &&diff2 <threshold)

261 lightall ();

263| else if(diffl <threshold&&diff2 >threshold)
265 middle (a,b);

267| else if(diffl >threshold&&diff2 <threshold)
269 middle (c¢,d);

270 }

271| else

273 if (main—&micl)

275 front () ;

285

292| void haptic() /+This function produced three pulses of buzzesx/

294 analogWrite (hapticpin ,127);
295 delay (400) ;

296 analogWrite (hapticpin ,0) ;
297 delay (100) ;

208 analogWrite (hapticpin ,127);
299 delay (400) ;

300 analogWrite (hapticpin ,0) ;
301 delay (100) ;

302 analogWrite (hapticpin ,127);
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303 delay (400) ;

304 analogWrite (hapticpin ,0) ;

305 delay (750) ;

306| }

307

308| void maxamp(sensor #*micl,sensor *mic2,sensor #mic3,sensor xmic4) /+To find the mics with the
max amplitudes and get the differnece of the maxamp and the amplitude of the adjacent mics
*/

309 {

310 sensor xarr [4]={micl,mic2,mic3,mic4};

311 int i;

312 sensor *j;

313 j=arr [0];

314 float maxamp=arr[0]—>amplitude;

315 for (i=1;i<4;i++4)

316

317 if (arr [i]—>amplitude>maxamp)

318

319 j=arr[i];

320 maxamp=arr [ i]->amplitude;

321 }

322

323| if (j—>amplitude>threshold2)

324

325| if (j==mic1l)

326

327| ledmatrix (j,mic2,mic4,0,7,7,7);

328

320| if (j=—=mic2)

330

331 ledmatrix (j ,mic3,micl,0,0,0,7);

332

333| if (j=mic3)

334

335| ledmatrix (j,mic4,mic2,7,0,0,0);

336

337| if (j=mic4)

338

339 ledmatrix (j,micl,mic3,7,7,7,0);

340| }

341| v=0;

saz| lightall () ;

343| v=0;

344

345| if (j—>amplitude >3.25)

346

3a7| haptic () ;

3as| }

349| else

350/ {

351 V4

352

353| 1f (v==40)

354 {

355 lc.clearDisplay (0);

356 analogWrite (hapticpin ,0) ;

357 v=0;

358| }

359 }

360

361 void loop () {

362

363| getamplitude(&micl,&mic2,&mic3,&mic4) ;

364| maxamp(&micl,&mic2,&mic3,&micd) ;

365

366| }
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